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Shear viscosity of a supercooled polymer melt via nonequilibrium
molecular dynamics simulations
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Using nonequilibrium molecular dynamics simulations, we compute the shear viscosity,hs , of a
glass forming polymer melt at temperatures ranging from the normal liquid state down to the
supercooled state. For this purpose, the polymer melt is confined between two solid walls and a
constant force pointing in direction parallel to the walls is applied on each monomer thus giving rise
to a Poiseuille flow. It is shown thaths(T) does not exhibit an Arrhenius-type behavior but can be
described both by a power law~mode coupling theory! and by a Vogel–Fulcher–Tammann law. A
similar behavior is observed in recent experiments above the glass transition temperature. The
diffusion coefficient is computed using the mean square displacements in direction perpendicular to
the flow. Combined with the knowledge ofhs(T), it is then shown that the Stokes–Einstein relation
is valid at high temperatures, whereas deviations are observed in the supercooled regime in
agreement with experiments. Moreover, the local viscosity,h(z), is also computed and its reliability
is discussed. Using the sharp rise ofh(z) close to the wall, we estimatezwall , the effective position
of the wall. It is found thatzwall moves towards the film center at lowerT thus leading to a decrease
of the ~hydrodynamic! width of the system. Furthermore, we observe that the curves forh(z)/hs at
various temperatures superimpose if the data are depicted versusz2zwall(T). This suggests that the
spatial and temperature dependence of the local viscosity separate if the effective position of the
wall is chosen as a new reference plane. ©2002 American Institute of Physics.
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I. INTRODUCTION

The properties of glass forming materials and in parti
lar the glass transition itself have been the subject of ex
sive experimental and theoretical investigations.1–5 These
studies were enriched by important contributions from co
puter simulations6,7 which have the advantage of providin
more detailed information on the microscopic level. Ho
ever, while estimating single-particle quantities from sim
lated data is rather a simple task, computing collective tra
port coefficients may prove more difficult. Within a
ordinary~equilibrium! molecular dynamics~MD! simulation,
for example, the self-diffusion coefficient can be obtained
monitoring the mean square displacements of a tagged
ticle, whereas the computation of the shear viscosity requ
the use of the corresponding Green–Kubo relation, i.e.,
evaluation of the integral over time of the stress autocorr
tion function ~ACF!. However, it is well-known that an
evaluation of the time integrals of autocorrelation functio
in finite systems leads to vanishing results unless the inte
tion is limited to a maximal time,tmax, usually taken as the
first zero of the ACF.8,9

Nonequilibrium molecular dynamics~NEMD! simula-
tions provide an alternative way for the computation of tra
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6330021-9606/2002/117(13)/6336/14/$19.00

Downloaded 27 Sep 2002 to 193.49.39.50. Redistribution subject to AI
-
n-

-

-
-
s-

y
ar-
es
e
-

s
a-

-

port coefficients.10–12 The basic idea of this method is t
study the response of the system under a weak external f
field. In the present work, we are going to apply this tec
nique for a study of the shear viscosity of a nonentangle13

polymer melt in a temperature interval ranging from the n
mal liquid state down to the supercooled region. For t
purpose, the system is confined between two solid walls
a constant forceFe is applied on each fluid atom~monomer!.
The situation is similar to that of a confined fluid subject to
uniform gravitational force acting in a direction parallel
the system boundaries. Sokhan, Nicholson, and Quirke,
example, used this approach to induce a Poiseuille flow
simple fluid confined between two planar solid walls made
carbon atoms.14 They studied the influence of both the su
face corrugation and the adsorption potential on the hyd
dynamic boundary condition with the result that even in t
case of a strongly adsorbing potential a large slip length
be observed provided that the surface corrugation is not
high.

Rheological properties of the present polymer mo
~see Sec. II! have been studied in Ref. 15 via NEMD in ord
to obtain more evidence for a dynamical crossover which
already been observed in equilibrium studies of polym
melts.16,17During these rheological studies, the viscosity w
determined for various chain lengthsNp as a function of the
shear rate thus allowing an estimate of the chain length
6 © 2002 American Institute of Physics

P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp



te

h
b-

o
y

th
u
e

e
t

em
t
n
te

a
si
on
si
ith
ui
in
g

k
di
b

r v
o

di
er
ta

a
at
a

de
le

he
al
I

t i
ul

us
lls.

ood

of
the

II

oly-
-
are
is a

n

en
l,

t
f a
r

The

nces
in-

ic
in-

e

low

l is
in

een

e
,
ma-
d
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pendence of the viscosity in the limit of vanishing shear ra
As a result, a crossover from a Rouse-type behavior18 (D
}1/Np , D being the self-diffusion constant of the chains! to
the reptation regime19 (D}1/Np

2) was found at a chain lengt
of Np5100610. However, to our knowledge, a nonequili
rium simulation study of thetemperature dependenceof the
viscosity and the Stokes–Einstein relation for a model
polymer melt near the glass transition has not been done
This is one of the main objectives of the present work.

In real experiments a pressure gradient,¹p, is often
used to induce a flow. However, there is an alternative to
choice which is more suitable for molecular dynamics sim
lations. Consider a fluid subject to a homogeneous field
erting the forceFe5Feex on each individual particle. The
momentum conservation equation for this system is11,20,21

r~r,t !
du~r,t !

dt
52¹•P1r~r,t !Fe

52¹•P2¹p1r~r,t !Fe, ~1!

where we introduced theviscous pressure tensorP5P
2pI333 ~p is the well-known hydrostatic pressure!. Setting
Fe50 along with¹pÞ0 in Eq. ~1! corresponds to the cas
where the system is driven by a pressure gradient. On
other hand, the choiceFeÞ0 along with¹p50 is the situ-
ation we are going to study. The point is that the syst
cannot distinguish between these cases. In addition to
simplicity of implementation in a MD-code, the use of a
external field instead of a pressure gradient allows the sys
to remain longitudinally homogeneous.20 ~In real experi-
ments, the fluid remains nearly incompressible under the
plied pressure gradient. However, to obtain a satisfactory
nal to noise ratio, pressure gradients used in MD simulati
are considerably higher and might lead to significant den
variations. A combination of these density variations w
periodic boundary condition would then lead to discontin
ties in the density at system boundaries, i.e., when go
from the basic simulation box to one of its adjacent ima
systems.!

We stress that the main objective of the present wor
not a thorough study of the hydrodynamic boundary con
tions and their dependence on the fluid–wall interactions,
an analysis of the temperature dependence of the shea
cosity at low temperatures. Nevertheless, we will give a sh
overview of what happens at system boundaries for two
ferent choices of the wall–monomer interaction paramet
It will be shown that stronger attraction and a better adap
tion of the fluid structure to the~periodic! structure of the
wall lead to the so called stick boundary condition, where
considering an interaction potential where wall and fluid
oms are equivalent gives rise to a large slip at the fluid–w
interface. In this respect, the results of our polymer mo
qualitatively agree with those obtained for simp
liquids9,22–24and for thin films of hexadecane.25

The next section is devoted to an introduction of t
model. In Sec. III we discuss the influence of the fluid–w
interaction parameters on the boundary condition. Section
deals with different methods for removing the viscous hea
order to keep the system temperature constant. In partic
Downloaded 27 Sep 2002 to 193.49.39.50. Redistribution subject to AI
.

f
et.

is
-
x-

he

he

m

p-
g-
s

ty

-
g

e

is
-
ut
is-
rt
f-
s.
-

s
-
ll
l

l
V
n
ar,

it is shown that temperature profiles are formed if the visco
heat is removed only through the heat transfer to the wa
The observed temperature profiles are found to be in g
agreement with theoretical predictions.26 The results of ex-
tensive MD simulations on the temperature dependence
the shear viscosity are presented in Sec. V. An analysis of
local viscosity,h(z), is the subject of Sec. VI and Sec. V
presents our conclusions.

II. A BEAD–SPRING POLYMER MODEL AND THE
WALLS

We study a bead–spring model of a monodisperse p
mer melt17,27 of short chains~each consisting of 10 mono
mers! embedded between two solid walls. Two potentials
used for the interaction between particles. The first one
truncated and shifted Lennard-Jones~LJ! potential which
acts between all pairs of particles,

ULJ~r !5H VLJ~r !2VLJ~r c! if r ,r c ,

0 otherwise,
~2!

where VLJ(r )54e i j @(s i j /r )122(s i j /r )6# and r c52
321/6s i j . The index pairi j allows us to distinguish betwee
monomer–monomer~mm!, wall–monomer~wm!, and wall–
wall ~ww! interactions. To ensure the connectivity betwe
adjacent monomers of a chain, we use a FENE-potentia17

UFENE~r !52
k

2
R0

2 lnF12S r

R0
D 2G . ~3!

Here, k530emm/smm
2 is the strength factor andR0

51.5smm the maximum allowed length of a bond. If no
explicitely mentioned, all lengths are measured in units o
monomer diametersmm, all masses in units of monome
massmmm and energy in units ofemm. Other quantities are
measured in suitable combinations of these basic units.
unit of temperature, for example, isemm/kB , (kB51), that
of time smmAmmm/emm, etc.

The left panel of Fig. 1 compares the bond potential~i.e.,
the sum of LJ- and FENE-potentials! with the LJ-potential. It
shows that the bonded monomers prefer shorter dista
than the nonbonded ones. Thus, our model contains two
trinsic length scales~see right panel of Fig. 1 for a schemat
illustration!. Since these length scales are chosen to be
compatible with a~fcc or bcc! crystalline structure and sinc
our chains are flexible~no bond angle or torsion potentials!,
one could expect that the system does not crystallize at
temperatures, but remains amorphous.28 Extensive equilib-
rium studies of the present model showed that the mode
indeed suitable for the study of the glass transition both
the bulk and in confined geometry.27,29–32

In the present simulation, the system is confined betw
two layers of triangular lattice sites,r i ,eq. A wall atom is
coupled to its lattice site by a harmonic potential,

Uharm~r i !5 1
2Kharmur i2r i ,equ2. ~4!

The force constant,Kharm, is a measure of the stiffness of th
harmonic spring. We setKharm5100 which is close to 114.3
the force constant corresponding to the harmonic approxi
tion of the LJ-force in a fcc-lattice. This choice is motivate
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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FIG. 1. Left panel: Lennard-Jones potential~LJ! vs the
bond potential, the sum of the LJ and FENE potentia
The bond potential is shifted by 20e to lower values for
the sake of comparison with the LJ potential. The min
mum position of the bond-potential is smaller than th
of the LJ-potential: The bond potential has its minimu
at r >0.96s, whereas that of a pure LJ-potential lies
r 5A6 2s. Due to the incompatibility of these length
scales and due to the flexibility of our model~no bond
angle or torsion potentials!, one expects that cooling the
system would not lead to crystallization, but the syste
maintains the amorphous structure typical of the liqu
phase.
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by comparable simulation on simple liquids.20 Each wall
atom interacts with monomers via a Lennard-Jones pote
@see Eq.~2!# with swm the preferred monomer–wall distanc
andewm the depth of the corresponding potential well.

We emphasize here that our goal is not a realistic
scription of monomer–wall interactions for polymer mel
rather we wish to study a generic model, suitable as a too
calculate shear viscosity over a wide temperature ran
Therefore, in order to make sure that polymers would
penetrate the walls, we have introduced an additional po
tial barrier acting on the monomers via

Uw~d!5emmS smm

d D 9

. ~5!

Here, d5uzparticle2zsmooth wallu, where zsmooth wall56(smm

1D/2). D denotes the separation between the solid wa
i.e., the distance between the triangular layers on the left
right side of the system. The potentialUw(d) qualitatively
corresponds to an average potential arising from wall lay
behind the first one in the case of an infinitely thick wall. T
use of an additional wall potential in order to prevent a p
etration of the atomistic walls is not new. It was, for e
ample, used in Ref. 25 in MD studies of the wall slip in th
films of hexadecane.

A snapshot of the simulation box is shown in Fig. 2 a
temperature ofT50.44 @Lx5Ly510.05, D521. Periodic

FIG. 2. A snapshot of the simulation box atT50.44. Each wall is modeled
as a layer of atoms arranged on a triangular lattice and an additional p
tial @see Eq.~5!# indicated by solid lines on the left and on the right side
the system. The lateral system size isLx5Ly510.05. The system is peri
odically repeated inx and y directions. The distance between triangul
lattice planes is chosen toD520. On each monomer a constant shear fo
acts pointing in thex direction:Fe5Feex . To visualize the chain structure
a continuous gray scaling is used for different chains. Note also that onl
chains~from the total of 200 chains, containing 2000 monomers! are shown
here.
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boundary conditions are applied inx andy directions only. In
thex direction, a constant shear force,Fe, is applied on each
monomer.

Two lateral system sizes have been investigated du
our simulations:Lx5Ly511.11 andLx5Ly510.05. In both
cases, the number of particles isN52000 and the distance
between the solid walls isD520. The reason for a change o
the lateral system size was the observation of a phase s
ration ~partial drying at the wall! at low temperature forLx

5Ly511.11. This phenomenon is avoided at allT for the
smaller lateral dimension.

III. CHOICE OF THE INTERACTION PARAMETERS

Choosings i j 51 and e i j 51 for all interactions~i.e.,
monomer–monomer, monomer–wall, and wall–wall!, we
first performed simulations atT51 (Lx5Ly511.11, Fe

50.03). The velocity profileux(z) is then obtained as a sta
tistical average of one particle velocities,

ux~z!5K (
i 51

N

vx,id~zi2z!L Y ~Ar~z!!. ~6!

Here,^¯& denotes thermal averaging,N is the total number
of monomers (N52000 for all simulations reported here!
andA5LxLy the surface area of the wall.

As demonstrated in Fig. 3, the above choice of inter
tion parameters leads to a large jump in the velocity pro
very close to the walls thus indicating that, on a microsco
level, the velocity profile at the solid–liquid interface can
different from the classical ‘‘nonslip’’~or stick! assumptions
of hydrodynamics. The occurence of such a ‘‘partial sli
effect has also been observed both in experiments33–35and in
molecular dynamics studies of soft spheres,9 of binary
mixtures22,23,36and of polymers.25,37–40

The partial slip effect can be quantified by introducin
two parameters, namely, the positionzwall , where the slip-
page is to be measured, and the slip lengthd,9

]ux~z!

]z U
z5zwall

5
u~zwall!

d
. ~7!

Thus, the slip length gives the distance betweenzwall and the
intersection point with thez-axis of the tangent line onux(z)
at z5zwall ~see Fig. 3!.

n-

0
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6339J. Chem. Phys., Vol. 117, No. 13, 1 October 2002 Shear viscosity of a supercooled polymer melt
Now, for a Poiseuille flow satisfying the hydrodynam
boundary condition given in Eq.~7!, the velocity profile
reads9

ux~z!5
2r0Fe

2hs
~z22zwall

2 22zwalld!, ~8!

wherer05r(z50) is the density in the middle of the film
Fe is the driving force per particle,hs stands for the shea
viscosity, andD is the wall-to-wall separation. In deriving
Eq. ~8!, it is assumed that the flow is confined between t
identical walls, that the film center lies atz50 and that
zwall.0 denotes the absolute distance of the walls from
film center~i.e., the walls are placed at6zwall). Note that, as
Fe andr0 are well known, the knowledge of the prefactor
the quadratic term is sufficient to uniquely determine
shear viscosity.

To improve the stick boundary condition, we favor th
wall-monomer interaction compared to that between p
ticles of the same type. This was achieved by settingswm

5221/6'0.89 andewm52. Figure 3 shows that this choic
does indeed lead to a stick boundary condition. Qualitativ
this can be understood as follows: The wall–monomer in
action is favored in two ways. First, asswm,sww5smm, a
monomer can come closer to a wall atom than to ano
monomer inside the system. Second, the energy cost to s
rate a wall atom from an inner atom~monomer! is twice as
large as the price one must pay to separate two particle
the same type. This makes plausible why the monom
‘‘stick’’ much better to the solid walls compared to the ca
where all interaction parameters were set to unity.

Figure 4 depicts the density profiles atT51, Fe50.03,
andLx5Ly511.11 for the two choices of the parameters
the wall–monomer interaction. As seen from this figure,

FIG. 3. Velocity profile as obtained from MD-simulations at a temperat
of T51, Fe50.03, andLx5Ly511.11. Two choices of the parameters
wall–monomer interactions are compared. A partial slip is observed for
case where the wall atoms~w! have the same size and the same interact
energy as the inner monomers~m!. The dashed line extrapolates the veloc
profile at the wall (z5zwall) towards thez-axis and illustrates an estimatio
of the slip lengthd @see Eq.~7!, note thatzwall is not identical to the plane of
the solid walls (z5610) but has a distance of approximately one monom
diameter with the latter#. Increasing the interaction energy and reducing
preferred wall-monomer distance leads to a stick boundary condition.
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enhancement of the density peaks close to the solid wa
observed for the choice of a stronger wall–monomer attr
tion (ewm52 and swm'0.89). In other words, the system
better ‘‘wets’’ the wall. The slightly different densities at th
film center are due to the fact that the particle number a
the system volume are kept constant. A change of the den
close to the walls thus reflects itself in an opposite chang
the density at the film center.

A better understanding of how the particles ‘‘stick’’ t
the solid walls is obtained by looking at the pair distributio
function measured in a plane parallel to the wall,

g~z,r !5
1

Ar2~z! K (j Þ i
d~r2r i j !d~z2zi !d~z2zj !L . ~9!

Here, z is the distance of the plane from the wall,A the
surface area of the wall andr(z) the monomer density atz.
The prefactor 1/Ar2(z) ensures that limr→` g(z,r )51.

The upper panel of Fig. 5 depictsg(z,r ) for a plane at
the contact with the wall for both choices of the interacti
parameters. As seen from this panel, in the case of a st
monomer–wall attraction (ewm52 and swm'0.89, leading
to a stick boundary condition! the packing structure of the
system in the very vicinity of the wall is strongly effected b
the periodic arrangement of the wall atoms. This favors
more efficient ‘‘sticking’’ of the fluid atoms to the wall. Fo
the case ofewm51 andswm51 ~corresponding to the partia
slip situation!, this effect is much weaker.

Apart from the mentioned qualitative arguments, the o
served decrease of the slip length in the case of the str
monomer–wall interaction can also be understood withi
theoretical approach. Using the linear response theory, it
shown in Ref. 23 that the slip length scales as

d}
1

Sc~q!ewm
2 rc

. ~10!

e

e
n

r

FIG. 4. Density profiles atT51, Fe50.03, andLx5Ly511.11 for two
choices of the parameters of wall–monomer interaction: Compared toswm

51 andewm51 @which corresponds to the partial slip case, see Fig. 3#, the
density close to the walls is more pronounced for the choice ofswm50.89
andewm52. As the volume and the particle number are constant, this le
to a slightly lower density in the inner part of the film. The filled blac
circles indicate the position of the solid walls.
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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Here,rc is the density in the layer at contact with the wa
andSc(q) is the structure factor measured in the (x,y)-plane
within the same layer forq5Aqx

21qy
252p/smm @'peak po-

sition of Sc(q)#.
Equation~10! shows that the slip length is proportion

to the inverse of the square ofewm. Note also thatrc in-
creases with a growingewm ~see Fig. 4!. Furthermore it is
clear from the upper panel of Fig. 5 that alsoSc(q) @i.e., the
Fourier transform ofg(z5zwall ,r )# will exhibit a larger peak
value for the wetting case. The variation ofrc andS(q) thus
amplifies the effect of an increase inewm and enforces the
decrease of the slip length.

On the other hand, it is seen from the lower panel of F
5 that, in the film center, the system exhibits an amorph
structure regardless of the monomer–wall interaction. Thi
an important point for the study of bulklike properties of t
model within the present nonequilibrium simulations. T
restriction of the data analysis to a region around the fi
center would then allow a determination of the transport
efficients with negligible wall effects.

FIG. 5. Upper panel: The radial pair distribution function,g(z,r ), computed
within the first density layer in the vicinity of the solid wall. Forswm51
and ewm51 ~solid line! the periodic structure of the wall does not chan
much the packing structure of the system in the (x,y) plane. The situation is
strongly different in the case ofswm50.89 andewm52 ~dashed line!. The
arrangement of monomers parallel to the wall is mainly induced by
lattice structure of the wall. The vertical dotted line indicates the minim
position of the Lennard-Jones potential@the first peak ofg(z,r ) does not
occur at this distance, but at a smaller one corresponding to the minim
position of the bond potentialr bond'0.96#. Lower panel: Same as in th
upper panel, now for a layer in the film center. Obviously, far from the w
the structure of the melt is amorphous for both choices of interaction
rameters.
Downloaded 27 Sep 2002 to 193.49.39.50. Redistribution subject to AI
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The simulation results we are going to discuss below
correspond to the ‘‘stick’’ boundary condition, i.e., to th
choice ofswm50.89 andewm52 ~in units ofsmm andemm).
The parameters of the interaction among wall atoms, on
other hand, remain unchanged:sww51 andeww51.

IV. ON THERMOSTATING METHODS

The external forceFe does work on the system. There
fore, in order to keep the system temperature at a predefi
value, the extra heat must be removed by some thermosta
mechanism. A way to achieve this objective is to keep
walls at a constant temperature by coupling them to a h
bath. A steady state is then reached when the rate of en
transfer from the inner part of the system to the walls equ
that created by the external force. An advantage of t
method is that the fluid dynamics is purely Newtonian a
thus is not perturbed by a coupling of the particle velocit
to a heat bath. The drawback of the method is, however,
the heat transfer towards the walls is driven by a tempera
gradient. As a consequence, a temperature profile is for
across the film.

It is easy to see that the energy creation rate in a t
layer of thickness dz placed at z is given by
AFeux(z)r(z)dz, where A is the surface area of the wa
~note that the number of particles in@z z1dz# is Ar(z)dz).
Using this relation along with the energy transport and
momentum conservation equations of hydrodynamics,41 the
resulting temperature profile for the present situation is giv
by ~see for instance, Ref. 26!

T~z!5Twall1
r2Fe2D4

192lhs
F12S z

D/2D
4G . ~11!

Here,Twall is the temperature of the~thermostated! wall, r is
the ~average! system density,l is the heat conductivity,hs is
the viscosity of the fluid, andD is the distance between soli
walls. As expected, the temperature is maximal at the fi
center (z50) and minimal at the wall (z5D/2).

We performed simulations at a temperature ofT51
while varying Fe. For each value ofFe, the number of in-
dependent runs was 10 and the duration of each run
106 MD steps. The system size wasLx5Ly511.11@leading
to a density ofr(z50)50.795 at the film center#. Note that,
in deriving Eq. ~11!, it is assumed thatl, r, and hs are
spatially constant. Despite this approximation, Fig. 6 sho
that the temperature profiles obtained from the simulat
can very well be described by Eq.~11!.

Figure 7 depicts the velocity profiles measured dur
the same set of simulations. As seen from this figure, de
tions from a quadraticz-dependence are enhanced for larg
values of the shear force. However, even for the largest va
of Fe shown in this figure, the velocity profile around th
film center (zP@25 5#) is well fitted by Eq.~8!. As a result
of these fits, we obtainhs for various values of the shea
force.

Results forhs are depicted in Fig. 8. First, as expecte
at small Fe, hs is practically independent of the drivin
force. It is seen from Fig. 8 that 5.5& limFe→0 hs&6. For the
same model and at the same temperature (T51) we read

e

m

,
a-
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from Fig. 1 in Ref. 15,hs'7 at zero shear rate limit. Thi
result is quite reasonable as the density in Ref. 15 is slig
higher than in our case@r50.84 compared tor(z50)
50.795#.

However, at larger values ofFe, significant change inhs

is observed. As to the average temperature, i.e.,T
5*2D/2

D/2 T(z)dz/D, a quadratic dependence onFe is observed
as expected from Eq.~11!. Hence, the rapid decrease of th
shear viscosity as a function ofFe is partly a consequence o
increasing temperature.

Using the results on the viscosity~see Fig. 8! we obtain
from fits to Eq.~11! an estimation of the heat conductivity i
the melt: 3&l&4.4 for all applied shear forces. As the ave
age system temperature varies fromT'1 to T'2.3 within

FIG. 6. A comparison of the temperature profiles resulting from MD sim
lations~symbols! with the theoretical prediction Eq.~11! ~lines! for various
values ofFe. The fluid particles were not coupled with a heat bath b
obeyed pure Newtonian dynamics. The only mechanism to regulate the
tem temperature was the energy transfer towards the~thermostated! walls.
Note that, in computing the local temperature atz, we subtract the streaming
velocity, u(z), from the instantaneous velocities of all particles in interv
@z,z1dz#, i.e., we evaluateT(z)5^@v i2u(z)#2& for a tagged particlei
inside the interval@z,z1dz#.

FIG. 7. Profiles of the streaming velocity,ux(z), for various values of the
driving force and the corresponding fits to Eq.~8!. As indicated in the figure,
only values withzP@25 5# are taken into account in the fit procedure. Th
reduces the effects of the walls and thus leads to a better estimate o
shear viscosity,hs .
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the sameFe-range, our result onl suggests that the hea
conductivity does not depend much on temperature. The
sensitivity of the heat conductivity with respect to a tempe
ture change has also been reported from experiments
o-terphenyl mixtures.42

The huge temperature changes demonstrated in Fi
may hide, to some extent, the variation ofT at smallerFe.
Therefore, we note that a temperature change of 2%
observed at a relative small driving force ofFe50.03. How-
ever, due to the dramatic change of the system dynam
with temperature in the supercooled state,27,29,31a tempera-
ture change of 2% in this regime is not tolerable. A way o
of this situation would be the choice of a smaller shear for
But, as seen from Fig. 7, already at the very high tempera
of T51 the amplitude of the velocity profile is very weak fo
Fe50.01. The choice of such a smallFe would therefore
lead to extremely small signal to noise ratios in the veloc
profile at low temperatures.

It is therefore desirable to have a safer control of t
system temperature than provided by the energy excha
with the walls. The simplest way, of course, would be
apply the thermostating algorithm not only to the wall atom
but also to the polymer chains. Recalling the definition of t
temperature in a flow,T[m^(v2^v&)2&/3kB , we see that a
direct thermostating of the inner part of the system requ
the knowledge of the velocity profileux(z)[^vx&(z) ~note
that ^vy&5^vz&50).

This problem was solved in the following way: For ea
run, the velocity profile was calculated during the preced
equilibration period~with ‘‘equilibration,’’ we mean the very
first simulation stage, during which the system reache
steady state!. Note that, as the equilibration is a necessa
part of a MD simulation, it does not require extra compu
tion power. The equilibration itself starts withux(z)[0 and
improves this initial ‘‘guess’’ by sampling velocities. Tha
this procedure does indeed lead to a spatially constant t
perature profile is demonstrated in Fig. 9. As shown in t
figure, T(z) is constant across the film to a high degree
accuracy.

The reader may have noticed that, contrary to the d
presented so far, Fig. 9 shows results obtained at a hig

-

t
ys-

the

FIG. 8. Average system temperature versus the driving force per atom~dia-
monds!. The solid line represents a best fit toT2Twall}Fe2 obtained by
averaging Eq.~11! over the whole film (Twall51). The asterisks show the
shear viscosity obtained from fits to Eq.~8! of the streaming velocity profile
~see also Fig. 7!.
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density in the film center ofr050.99 ~which corresponds to
the lateral system size ofLx5Ly510.05) and not atr0

50.795 (Lx5Ly511.11). In fact, all simulations whose re
sults we are going to discuss in the next sections have b
performed using the smaller system size. The reason for
choice is that forT,0.9 a sort of phase separation develo
if Lx5Ly511.11. In particular, the density profile is n
longer symmetric but a region of low density occurs close
one of the walls.

This situation is depicted in Fig. 10 forT50.8. This
figure shows that out of 10 independent runs, in 4 case
sort of ‘‘partial drying’’ occurs at the left wall and in the
remaining 6 runs at the right wall. At low temperatures, t
system tries to contract in order to increase the density. H

FIG. 9. Temperature profile at a shear force ofFe50.05 for a system size o
Lx5Ly510.05 @leading to a density ofr(z50)50.99 at the film center#.
Note that the streaming velocity is subtracted from the particle veloc
when computing the local temperature:T(z)5m^v i2^v i&(z)&2/3kB for a
tagged particlei with ziP@z z1dz# (m51, kB51). All profiles coincide
with horizontal lines indicating the corresponding imposed tempera
Text .

FIG. 10. Density profiles for 10 independent runs atT50.8 for a system
size ofLx5Ly511.11@⇒p(z50)50.795 atT51]. As the volume is kept
constant, the system separates into two phases as the temperature is lo
to this value: a low density region close to one of the walls and a h
density one in the other part of the film. For runs 0, 1, 2, 5, 7, and 8
density profile is shifted upwards by unity.
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ever, a volume change is not feasible in aNVT-ensemble
simulation. The higher density in the film center is therefo
achieved by particle transport from the walls towards
inner part. Obviously, such a transport does in general no
in simultaneously at both walls but first develops at one
the walls. Suppose that a particle current towards the fi
center first sets in at the left wall. As a consequence,
system density close to this wall decreases, while at the s
time it increases in the remaining part of the film approa
ing the value consistent with the actual temperature. A p
nomenon analogous to the present one is the formation
regions of extremely low density~holes! at low temperatures
observed in constant volume MD-simulations of the bulk43

It was reported in this reference that the creation of a hol
accompanied by negative system pressure. Similarly, we
serve that, as partial drying sets in, the component of
pressure tensor normal to the interface becomes negativ

V. T-DEPENDENCE OF THE SHEAR VISCOSITY

To prevent the phenomenon of partial drying describ
in the previous section, we change the value of the late
system size toLx5Ly510.05. This value results from equ
librium MD simulations of the model confined between pe
fectly smooth and purely repulsive walls at a normal press
of PN,ext51 in the supercooled state, where the system
~almost! incompressible.30,31 At T51 this leads tor(z50)
50.99. It is shown in the upper panel of Fig. 11 that t
problem of partial drying is indeed avoided at this dens
Furthermore, we observe that the average density at the
center does not change much with temperature. The sys
thus approaches the limit of an incompressible liquid. N
that, compared to the previous lower density case~see Fig.
4!, now the presence of the walls is also ‘‘felt’’ farther insid
the film. Furthermore, both the amplitude and the range
the density oscillations grow at lowerT.

However, it is also seen from the lower panel of Fig.
that, when restricted tozP@25 5#, a quadratic function is a
good approximation for the velocity profile. Therefore, w
use the coefficient ofz2 obtained from a fit to Eq.~8! to
compute the shear viscosity in the film center. The error
shear viscosity,Dhs , is simply estimated from that of the
corresponding fit coefficient. The accuracy of the fit ma
fests itself in small relative errors inhs .

From a preliminary study where the shear force is v
ied, we find that a shear force ofFe50.05 is necessary to
obtain a satisfactory signal to noise ratio not only at high,
also at low temperatures~at a temperature ofT50.35, for
example, a shear force ofFe50.01 leads to a noisy back
ground instead of a parabolic velocity profile!. However, it is
generally known that, at high shear rates, the response o
system is no longer linear and that the system proper
depend on the applied force.36–40,44–46Of particular impor-
tance for our application is the possibility that the syste
dynamics may be enhanced compared to the zero-shear
~‘‘shear thinning’’!. To check if a shear thinning is present
the chosen shear rate, we compare in Fig. 12 the mean sq
displacement of the chain’s center-of-mass in the direct
perpendicular to the flow,g3,' , obtained from a simulation
with Fe50.05 with that resulting from a much smalle
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choice ofFe50.01. We first note that, at high temperature
identical results are obtained both forFe50.05 and forFe

50.01. On the other hand, the~slight! shear force induced
acceleration of the dynamics observed at lower temperat
is much weaker than the temperature induced change o
mobility. We will therefore neglect this weak shear thinnin
in a study of the temperature dependence of the trans
coefficients of the system.

The temperature is varied~along an isochoric line! from
T51 ~normal liquid state! down to T50.3 ~supercooled
state!. Within this temperature range, the shear viscosity
creases by over than two orders of magnitude~from hs

528.96 atT51 to hs53292.6 atT50.3). As we will see
below, the mode coupling critical temperature of the syst
is estimated to beTc50.2860.01. Thus, the lowest simu
lated temperature does indeed correspond to the superco

FIG. 11. Upper panel: Density profile of inner particles as obtained fr
MD-simulations atT51 andT50.35. Contrary to the case ofr050.795,
where a relative wide range of a homogeneous inner region is observed~see
Fig. 4!, now oscillations also occur in the regionzP@25 5# ~indicated by
vertical solid lines!. The magnitude of these density variations is, howev
much smaller aroundz50. Lower panel: Velocity profile for two represen
tative temperatures:T51 ~normal liquid state! and T50.4 ~supercooled
state!. Solid lines are results of fits to Eq.~8!. The vertical lines mark the
fit-range. Note also that, at lowerT, the velocity profile already vanishes a
an approximate distance of two monomer diameters from the plane o
solid walls (z5610), whereas at higher temperaturesux(z) vanishes only
very close to the solid walls.
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regime where, in a narrow temperature interval, the sh
viscosity increases by an appreciable amount.

We first compare our results on viscosity to that repor
in Ref. 47 for a similar polymer model and at practically th
same density~of r51!. In the mentioned reference, the vi
cosity increases by approximately a factor of 4 when vary
the temperature fromT51 to T50.4. For the sameT-range,
we observe a change by approximately a factor of
@hs(T50.4)5244.28#. The stronger increase of the visco
ity with temperature in our model can be ascribed to
presence of the attractive part of the LJ-potential which
comes more important at low temperatures. These forces
absent in Ref. 47 as the LJ-potential is cut off atr c521/6,
where the potential has its minimum.

Next, we focus on the low temperature bahavior of t
system. As the so-called mode coupling theory of the gl
transition~MCT! ~Refs. 48–50! was rather successful in de
scribing the low temperature dynamics of the present po
mer model,27,29–32we start an analysis of the shear viscos
in the frame work of the MCT. Due to the idealized versio
of the MCT, a tagged particle is surrounded by an effect
cage built by its neighbors. At high temperatures, the nei
boring particles are mobile and the case is flexible so that
tagged particle can leave the cage after a certain time. As
temperature is gradually reduced, the cage becomes m

,

he

FIG. 12. Log–log plot of the mean square displacement~MSD! of the
chain’s center-of-mass in the direction perpendicular to the flow,g3,'(t), vs
time for two values of the applied shear forceFe50.05 ~solid lines! and
Fe50.01 ~long dashed lines!. At the high temperature ofT51, the data are
practically identical for both choices ofFe. At lower temperatures, the
higher shear force leads to a slight acceleration of the dynamics. This e
is, however, much weaker than the influence of the temperature on
mobility of the system. The horizontal dashed line indicates the value
responding to the chain’s radius of gyration. The factor 1/3 arises from
fact that three independent spatial coordinates contribute toRg

2, whereas
g3,'(t) is obtained using only one independent spatial direction. The di
sion coefficient of the system is obtained from the slope ofg3,'(t)>Rg

2/3. A
solid line indicates the short time behavior ofg3,' determined by the free
~ballistic! motion: g3,'5kBTt2/Np (Np is the number of monomers pe
chain!. Note thatg3,'(t) is computed in the film center, i.e., by averagin
over monomers withz(t8)P@25 5# for all t8,t. In order to illustrate better
the gradual formation of a plateau at low temperatures, we also sho
curve corresponding toT50.35 for the case ofFe50.05.
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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and more rigid and it takes for the tagged particle lon
before it can leave the cage of its neighbors. This behavio
nicely reflected in the time dependence of the mean sq
displacements, where at low temperatures a plateau
formed for intermediate times indicating this growing peri
of ‘‘arrest’’ ~a comparison of the curves forT51, 0.5, 0.39,
and 0.35 in Fig. 12, for example, already shows this grad
formation of the plateau!. Within this idealized picture, there
is a critical temperatureTc at which the cage completel
freezes and the tagged particle is arrested for all times.
thermore, close toTc , the transport coefficients of the syste
like the diffusion coefficient and the shear viscosity sho
obey a power law, provided thatu(T2Tc)/Tcu!1. At low
temperatures, we thus expect

hs~T!5cuT2Tcu2g. ~12!

Here,g is the so-called critical exponent andc is a propor-
tionality constant. Fitting the simulation results onhs(T) to
Eq. ~12! we have estimated the critical temperature of
system. As Eq.~12! is expected to hold at temperatures clo
to Tc , the fit was restricted toT<0.5. This givesc58.2
60.5,g51.6260.1, andTc50.2860.01. Comparing this re
sult toTc50.45, the critical temperature of the same polym
model in the bulk at a~slightly higher! density ofr51.042,27

we observe thatTc strongly depends on the system densi
As shown in the upper panel of Fig. 13, Eq.~12! de-

scribes well the low temperature part of the simulated d
Furthermore, the deviation from the MCT-law observed
the lowest simulated temperature ofT50.3 ~which is quite
close toTc50.28) is not unexpected at all. Such a deviati
from the power law has been observed both in experime51

and in the~equilibrium! simulations of the same polyme
model ~for various relaxation times! in the bulk27,52 and in
the film.31 This is generally related to the fact that the ide
ized version of the MCT does not take into account therma
activated processes which allow a relaxation of the cag
low temperatures. Using the same simple picture of
‘‘cage,’’ one can say that the tagged particle is not co
pletely arrested in the cage but can leave it after a sufficie
long time.

It is generally known that the transport coefficients
fragile glass formers usually obey the~empirical! Vogel–
Fulcher–Tammann~VFT!-law before crossing over to a
Arrhenius behavior at much lower temperatures.53 As shown
in the inset of the upper panel of Fig. 13, an Arrhenius-l
does not hold in the simulated temperature range. Suc
deviation from an Arrhenius behavior is also reported fro
experiments on aqueous mixtures of Trehalose close to
glass transition.51 It is therefore interesting to see if the she
viscosity obeys a VFT-formula,

hs~T!5hs~`!expS B

T2T0
D . ~13!

Here,hs(`) is the shear viscosity at infinite temperature,B
is a constant, andT0 is the temperature, wherehs is expected
to diverge. Fitting our data to Eq.~13! we obtainedhs(`)
513.2360.13, B50.61560.036, andT050.1960.005. As
seen from the lower panel of Fig. 14, the quality of the fit
remarkable.
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Next we examine the validity of the Stokes–Einstein
lation between the viscosity and the diffusion constant,

kBT

4pD'hs
5 l 5const. ~14!

Here,D' is the diffusion coefficient in the direction perpen
dicular to the flow andl is a length characterizing an eleme
tary diffusive process.54 The factor 4p corresponds to the
assumption that, for the motion of a fluid particle within th
same fluid, the slip boundary condition holds~the ‘‘stick’’
assumption would lead to a factor of 6p!. The diffusion co-
efficient of the system is obtained from the slope of the me
square displacement of the chain’s center-of-mass,g3,'(t), at
late times, i.e., at times,t, for which g3,'(t)>Rg

2/3. As seen
from Fig. 12, the motion of the chain’s center-of-mass
already diffusive in this limit (g3,'}2D't). It must be men-
tioned here that, ashs is determined using the data in th
film center, we also restrict the computation ofg3,'(t) to

FIG. 13. Upper panel: Log–log plot of the molecular dynamics~MD! re-
sults on the shear viscosity vsT2Tc and the corresponding mode-couplin
~MCT! fit @see Eq.~12!#. In applying the MCT fit, only data points withT
<0.5 are taken into account. The inset depicts a linear-log plot of the s
data vs 1/T. Obviously, the data do not follow a straight line. Lower pan
Shear viscosity~symbols! and the corresponding VFT-fit@see Eq.~13!#. As
seen here, the data is very well described by the fit at all simulated temp
tures.
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this region.g3,'(t) is thus computed by averaging only ov
those monomers which have remained in the reg
zP@25 5# for all times t8,t.

Results onD' are depicted in the upper panel of Fig. 1
As seen from this panel,D' can be described by a VFT-fit a
low temperatures using the same value ofT050.19 as ob-
tained from fits to the shear viscosity. It is also seen from t
figure that, unlike the viscosity which follows a VFT-law fo
all studied temperatures, only the low temperature part of
diffusion constant exhibits a VFT-behavior. A similar devi
tion of the diffusion coefficient from a VFT-law at high tem
peratures has also been observed in the equilibrium stu
of the present model in the bulk.43 The knowledge ofD'(T)
and hs(T) can now be used for a check of Eq.~14!. The
lower panel of Fig. 14 showsl[kBT/(4pD'hs) versus in-
verse temperature. First, we note that the resulting valu
l'1.2 is quite reasonable as it indicates that an elemen
diffusive process approximately corresponds to an aver
displacement of a monomer diameter. Furthermore,l is
rather constant with respect to a variation of temperatu
However, a systematic decrease seems to set in for loweT.
In fact, a decrease ofl with 1/T has been observed in MD

FIG. 14. Upper panel: Linear-log plot of the diffusion constant,D' , vs T
2T0 . D' is obtained from the slope of the mean square displacemen
chain’s center-of-mass at late times~see Fig. 12!. Lower panel: The ratiol
5T/(4pD'hs) ~connected symbols! vs inverse temperature. The irregula
changes ofl are most likely due to statistical uncertainity in the determin
tion of the diffusion constant.
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simulations of SiO2 ~Ref. 55! and in experiments on fragile
glass formersbelow the critical temperature of the corre
sponding system.56–62

VI. LOCAL VISCOSITY

For a fluid moving between flat parallel walls the know
edge of the off-diagonal component of the pressure ten
Pxz(z), on the one hand and that of the velocity profi
ux(z), on the other hand allows the calculation of thelocal
viscosity,11,20,63

h~z!52 lim
Fe→0

Pxz~z!

ux8~z!
. ~15!

Figure 15 depictsPxz(z) for two representative temperature
of T51 ~high temperature liquid state! andT50.35 ~super-
cooled state!. As seen from this figure,Pxy(z) is rather in-
sensitive to a change ofT. This is directly related to the fac
that also the density profiles hardly change with tempera
~see the upper panel of Fig. 11!. In fact, for a fluid flow
between planar walls, it follows from the momentum cons
vation equation that]Pxz(z)/]z5Fer(z) ~see, for example,
Ref. 20!. Taking into account that shear stress (52Pxz)
vanishes in the film center (z50), a simple integration then
gives

Pxz~z!5E
0

z

Fer~z8!dz8. ~16!

However, a more general expression for comput
Pxz(z) in a planar system is the Irving–Kirkwood formul
for the pressure tensor,20,41,64

of

FIG. 15. Off diagonal component of the pressure tensor,Pxz(z), as obtained
from MD simulations at two representative temperaturesT51 ~high tem-
perature liquid state! andT50.35 ~supercooled state!. The thin lines corre-
spond to a direct evaluation ofPxz(z) using the Irving–Kirkwood formula
@Eq. ~17!# whereas the thick~dotted–dashed! line represents the data ob
tained fromPxz(z)5*0

zFer(z8)dz8 at T50.35 @Eq. ~16!#. Apparently, both
methods give identical results. Furthermore,Pxz(z) is practically indepen-
dent of temperature. The slight deviations of theT51 data from theT
50.35 one is most probably due to the~by a factor of 10! smaller number of
samples. The steps close to the walls reflect the oscillations of density
file ~see upper panel of Fig. 11!.
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P~z!5r~z!kBT1̂

2
1

2A K (
iÞ j

N
r i j r i j

r i j
U8~r i j !

1

uzi j u
QS z2zi

zi j
DQS zj2z

zi j
D L .

~17!

In Eq. ~17! Q(x) denotes the Heaviside step functio
@Q(x)50 if x,0 and 1 forx.0], U is the pair potential,
and U8 its derivative with respect to interparticle distanc
r i j 5r j2r i(r i j 5ur i j u) and 1̂ stands for the 333 unit matrix.

Figure 15 comparesPxz(z) obtained by an evaluation o
the Irving–Kirkwood formula with that of Eq.~16!. Obvi-
ously, both approachs give identical results. However, as
velocity profile depends on temperature, a variation of
local viscosity profile withT is be expected.

To apply Eq.~15! for a computation of the local viscos
ity, the velocity gradient must first be determined. For t
purpose, we have used two different approaches. First,
velocity profile is fitted to a sixth order symmetric polyn
mial,

ux~z!5u01Az21Bz41Cz6. ~18!

The resulting coefficientsA, B, andC are then used to com
pute

]ux~z!/]z52Az14Bz316Cz5. ~19!

Note that the coefficients resulting from a fit to Eq.~18! do in
general depend on the fit range. However, it is clear that
are interested in taking into account the largest possible
set extending towards the region where the velocity pro
~almost! vanishes. As the effective position of the wa
~where the velocity profile vanishes! is not precisely known,
we examine two possible choices to see if the results on
velocity gradient depend on the particular fit range.

As an alternative, we have also determinedux8(z) by
computing the slope of the line which best fits a small nu
ber of data points around the desired point, sayz. Varying the
number of neighboring points taken into account in the lin
regression procedure, we find that a set of 5 points~the data
point z and two points on each side of it! yields satisfactory
results onux8(z). Figure 16 depicts results on the veloci
gradient,ux8(z), for two temperatures ofT51 ~upper panel!
and T50.41 ~lower panel!. It is seen from this figure tha
ux8(z) does not depend much on the applied method. Ho
ever, larger numerical uncertainty is observed, when the
locity gradient is computed applying the local linear regr
sion method. This can have large impact ofh(z) for ux8(z) is
a small quantity and appears in the denominator of Eq.~15!.
To avoid this problem, we useux8(z) computed via Eqs.~18!
and ~19!.

A further source of error in computingh(z) is the fact
that not only]ux(z)/]z but alsoPxz(z) vanishes at the film
center. As a consequence, a small statistical error inPxz is
directly amplified by a~huge! factor of 1/ux8(z) thus leading
to large errors inh(z). This problem is fully avoided when
the use of Eq.~19! @which guarantees thatux8(z)}z whenz
→0# is combined with a linear approximation toPxz(z) in
the film center, i.e., whenPxz5Fer0z for zP@25 5#, say.
The validity of such an approximation is easily seen fro
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Fig. 15. Note that the linear approximation forPxz is not
applied outside the regionzP@25 5# but we use simulation
results on this quantity.

Figure 17 shows results on the reduced local visco
h(z)/hs for two characteristic temperatures ofT51 ~normal
liquid state, upper panel! and T50.41 ~supercooled state
lower panel!. Each panel contains two curves correspond
to different choices of the range used to fit the data to
~18!. Obviously, the result onh(z) does not depend much o
the chosen fit range. In particular, for a wide region arou
the film center, no dependence on the applied fit range
seen. However, a slight variation of the result with the
range is observed forT51. We will take the average of thes
both curves for further investigation.

The increase of the viscosity close to the walls can

FIG. 16. Upper panel: Velocity gradient,ux8(z)5]ux(z)/]z, at T51 ~high
temperature liquid state!. Lines correspond to the result obtained by fir
fitting the velocity profile to a sixth order symmetric polynomial,ux(z)
5u01Az21Bz41Cz6, and then using the coefficientsA, B, andC to com-
pute ]ux(z)/]z52Az14Bz316Cz5. In applying the polynomial fit to
ux(z), the fit range is varied. As seen from this panel, the result onux8(z)
does not depend much on the fit range. Furthermore, the velocity gradie
also obtained in a different way~squares!: For a given data point,z, ux8(z) is
computed as the slope of a line which best fits toux(z). Here, 5 data points
centering atz are taken into account for the linear regression. Similar res
are also obtained for 7 points. The vertical dashed lines indicate the effe
position of the wall, where the velocity gradient vanishes and thus the l
viscosity,h(z)52Pxz(z)/ux8(z), is expected to diverge:zwall(T51)59.75
~see also Fig. 17!. Lower panel: Same as in the upper panel, but for a low
temperature ofT50.41 ~supercooled state!. Now, zwall(T50.41)58.25.
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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rationalized as follows: Close to the wall, the particles a
much stronger attracted and are at least partially trappe
the wall potential. Obviously, a stronger lateral force must
applied in order to ‘‘shear’’ a fluid layer in contact with suc
a ‘‘trapped’’ layer compared to the case where both layers
mobile. In other words, the proportionality constant betwe
the stress tensor and the velocity gradient increases whe
wall is approached@see Eq.~15!#.

The observed increase of the local viscosity in the vic
ity of the wall has also been reported from the MD simu
tions of oligomer fluids.45 Note, however, that in the men
tioned reference, only two distinct layers are investigated
central layer and a layer close to the wall, whereas we c
sider the whole spatial dependence of the shear visco
Our approach is in fact identical to that in Ref. 20. There,
increase in shear viscosity close to a solid wall is reported
a system with WCA interaction at an average density or̄
50.8362 and average temperature ofT̄50.97.67

FIG. 17. Upper panel: Reduced local viscosity,h(z)/hs , computed using
Eq. ~15! at T51 ~high temperature liquid state!. Different lines correspond
to different fit ranges used for a computation of the velocity gradient@which
serves as input forh(z)52Pxz /ux8(z)# via fits to Eq. ~18!. In the film
center, i.e., forzP@25 5#, the off-diagonal component of the pressure te
sor has been approximated byPxz(z)5Fer0z. A look at Fig. 15 shows that
this approximation is practically exact. The vertical lines mark the effec
position of the walls, estimated fromux8(z)50 ~see Fig. 16!. The horizontal
dashed line marksh(z)/hs51. Note thatux8(z) is a smooth function for all
z. The only source of statistical noise is thusPxz . As this quantity is ap-
proximated by a straight line forzP@25 5#, the statistical noise can only
occur beyond this region. Lower panel: Same as in the upper panel bu
T50.41.
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As to the variation ofh(z) at the film center, similar
behavior also is observed in MD simulations of a WC
system.65 Note that Eq.~15! represents a local approximatio
to a more general formula which also takes into acco
nonlocal effects, Pxz(z)5* h(z;z2z8)dz8/u8(z8).11,65

Therefore, the~rather unexpected! variations ofh(z) at the
film center are probably related to a violation of this loc
approximation.65

Recall thaths is computed from fits to Eq.~8! within the
rangezP@25 5#. It is therefore interesting to see if som
agreement can be found betweenhs and the average ofh(z)
over the same interval. ForT51 we obtain *25

5 h(z,T
51)dz/10531.36 which lies about 8% above the value
hs(T51)528.96. The agreement is slightly better at t
lower temperature of T50.41, where *25

5 h(z,T
50.41)dz/105230.1 thus being only 5% above the value
hs(T50.41)5218.33. Thus, using the above approach,
are able to determineh(z) within a relative accuracy of
10%.

Note that, compared toT51, at T50.41 the region
whereh(z) starts to rise is shifted towards the film center
approximately 1.5 monomer diameter. Motivated by this o
servation, we define an effective position of the wall,zwall ,
as the plane whereh(z) diverges. This is in fact identical to
the plane~close to the wall! where the velocity gradient van
ishes~see Fig. 16!. Using this criterion, we obtain from Fig
16, zwall'9.75 forT51 andzwall'8.25 forT50.41.

Thus, the effective position of the wall moves towar
the film center asT is lowered. Note that the fluid–wal
attraction becomes more important at lower temperatu
Therefore, our result is consistent with the experimental
servation that the hydrodynamic thickness of the system
creases when the fluid–wall attraction is increased.66

Note also that, in the wholez-range between the film
center and the walls,h(z)/hs varies approximately within
the same range for both depicted temperatures. Recalling
the sharp rise inh(z) sets in at differentz-values, it is there-
fore interesting to look at the behavior ofh(z)/hs not as a
function of the distance from the film center, but versus
distance from an effective wall placed atzwall(T). For this
purpose we first symmetrize the curves forh(z)/hs and then
plot them versusz2zwall(T).

Figure 18 showsh(z,T)/hs(T) versusz2zwall(T) for
T51 and T50.41. As seen from this figure, despite th
strong variation of the shear viscosity with temperatu
@comparehs(T50.41)5218.33 to hs(T51)528.96#, the
reduced and shifted curves approximately superimpose
both temperatures. The temperature dependence of the
viscosity thus seems to separate from its spatial depende
if the spatial variable is defined with respect to a sligh
temperature dependent reference frame,zwall(T).

VII. CONCLUSION

Results of nonequilibrium molecular dynamics simu
tions on a nonentangled sheared polymer melt confined
tween walls are presented. The outer layers of the solid w
have been modeled as a triangular lattice with harmo
springs. For the interaction between the wall and the fl

e

or
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atoms ~monomers! a Lennard-Jones potential is used. W
study the influence of the parameters of the interaction
tween wall atoms and monomers on the boundary conditio
A large slip is observed when the wall and fluid atoms
‘‘indistinguishable,’’ i.e., if e i j 51 and s i j 51 for @ i j
P$mm, wm, ww%#, whereas the choice ofewm52emm along
with swm50.89smm leads to a stick boundary condition. It
also shown that this observation is consistent with theoret
predictions.22,23

It is also observed that a temperature profile forms wh
the inner part of the system is not directly thermostated bu
only allowed to exchange energy with~thermostated! walls.
These temperature profiles are well described
hydrodynamics26 thus allowing an estimation of the he
conductivity of the system. We find that the heat conductiv
of the present polymer model varies only slowly with tem
perature, in qualitative agreement with experimen
results.42

Furthermore, we study the temperature dependenc
the shear viscosity in aT-interval ranging from the norma
liquid state to the supercooled region. We are aware of
fact that, due to a certain inhomogeneity in the film, t
overall shear viscosity is not necessarily identical to that
the corresponding bulk system. Therefore, we restrict
data analysis in computinghs(T) to a region around the film
center where bulklike properties are expected. We also
dress the question of whether or not a shear thinning
present at the chosen value of the shear force (Fe50.05).
The strict answer to this question being positive, we sh
that the effect is quite small and fully dominated by the d
pendence of the transport properties on temperature.

An enhanced increase ofhs at lower temperatures i
observed. It is found that this increase can not be descr
by an Arrhenius law but it can be well fitted both to a pow
law ~like that predicted by the mode-coupling theory! and to
a Vogel–Fulcher–Tammann law. The mode-coupling criti

FIG. 18. Local viscosity,h(z,T), in units of the shear viscosity,hs(T), for
T51 ~circles! and T50.41 ~diamonds! vs the distance from the effective
position of the wall, i.e., vsz2zwall(T). Note that the shear viscosities a
these two temperatures differ by approximately one order of magni
@hs(T51)528.96 compared to hs(T50.41)5218.33]. Despite this
strong variation with temperature, the reduced local viscosities superimp
Downloaded 27 Sep 2002 to 193.49.39.50. Redistribution subject to AI
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temperature of the system at a density ofr50.99 is thus
determined to be Tc50.2860.01, whereas the VFT
temperature is found to beT050.1960.005. For the lowest
simulated temperatures, which are quite close toTc , we ob-
serve deviations from the MCT-power law. These deviatio
are expected for the idealized version of the MCT does
take into account the thermally activated processes, wh
become dominant at low temperatures. Again, similar obs
vations are made on the experimental side.51

We also determine the diffusion coefficient,D' , using
the mean square displacements of the chain’s center-of-m
in direction perpendicular to the flow. It is then shown th
the quantityT/(D'hs) is practically constant at high tem
peratures~Stokes–Einstein relation!, whereas the beginning
of a temperature dependence is observed at lowT. The cor-
responding length scalel 5T/(4pD'hs) is found to be of
order of a monomer size, which is quite reasonable asl is
associated with an elementary diffusive process.

An analysis of the local viscosity is the subject of th
last part of this report. An increase of the local viscosity
observed when approaching the walls. In addition to th
using the sharp rise ofh(z), we estimatezwall , the effective
position of the wall. We find that, as temperature decrea
zwall moves towards the inner part of the film thus leading
a decrease of the effective~or hydrodynamic! width of the
system. The significance ofzwall(T) is demonstrated showing
that the~symmetrized! curves ofh(z)/hs at various tempera-
tures superimpose if they are compared with respect to
corresponding wall position, i.e., if the data are plotted vz
2zwall(T). This implies that the spatial and temperature d
pendencies of the local viscosity separate if, instead oz
50, the ~temperature dependent! reference planezwall(T) is
used.
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13M. Pütz, K. Kremer, and G. S. Grest, Europhys. Lett.49, 735 ~2000!.
14V. P. Sokhan, D. Nicholson, and N. Quirke, J. Chem. Phys.115, 3878

~2001!.
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